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Background

Cross-modal retrieval: takes one type of data as query, and returns the 
relevant data of another type (text, image, audio, video)

a) Real-valued representation learning

b) Binary representation learning
 Low storage cost and fast retrieval speed

 feature extraction -> common Hamming space

 unsupervised / pairwise-based / supervised



Problem Definition

• 𝑛 training samples 𝐼𝑖 , 𝑇𝑖 𝑖=1
𝑛

• 𝐼𝑖: the 𝑖-th image
• 𝑇𝑖: the corresponding text description of image 𝐼𝑖
• Cross-modal similarity matrix 𝑆

• 𝑆 𝑖, 𝑗 = 1, the 𝑖-th image and 𝑗-th text are similar
• 𝑆 𝑖, 𝑗 = 0, dissimilar

• Goal: learn two mapping functions to transform images and texts into a 
common binary codes space, in which similarities between the paired 
images and texts are preserved
• 𝑆 𝑖, 𝑗 = 1, the Hamming distance should be small.
• 𝑆 𝑖, 𝑗 = 0, the Hamming distance should be large



Attention-aware Deep Adversarial Hashing

• Idea: find the region of multi-modal data favoured for retrieval

• Attention-aware Deep Adversarial Hashing: enhance the 
measurement of content similarities by selectively focusing on the 
informative parts of multi-modal data



Attention-aware Deep Adversarial Hashing

• Three building blocks:
• Feature learning module

• Attention module
• divide the feature representation into the attended and unattended feature 

representations.

• Hashing module

The attention module and hashing module are trained in 
an adversarial way:
1) The attention module attempts to make the hashing 

module unable to preserve the similarity of multi-
modal data w.r.t. the unattended feature 
representations;

2) The hashing module aims to preserve the similarities of 
multi-modal data w.r.t. the attended and unattended 
feature representations.



Network Architecture



Network Architecture

• Feature learning module
• 𝐸𝐼: VGGNet

• 𝐸𝑇: Two-layer feed-forward neural network (BOW -> 8192 -> 1000)

• Attention module



Network Architecture

• Hashing module



Objective function

① Cross-modal Retrieval Loss:
The inter-modal ranking loss + the intra ranking loss:

,

② Adversarial Retrieval Loss:



Objective function

① Cross-modal Retrieval Loss:

② Adversarial Retrieval Loss:



Objective function

Full Objective:

Train the model alternatively:

1. With the parameters in 𝐺𝐼 and 𝐺𝑇 fixed, train 𝐸𝐼, 𝐸𝑇, 𝐷𝐼, 𝐷𝑇 (4 steps)

2. With the parameters in 𝐸𝐼, 𝐸𝑇, 𝐷𝐼, 𝐷𝑇 fixed, train 𝐺𝐼, 𝐺𝑇 (1 step)



Experiments

• Datasets:
• IAPR TC-12: 20,000 images, each image is associated with a text caption, 255 

labels, 2912-d BOW vector
• MIR-Flickr 25K: 25,000 multi-label images, each image is associated with 

several text tags (at least 20 textual tags), 1386-d BOW vector
• NUS-WIDE: 269,648 images, each image is associated with one or multiple 

textural tags in 81 semantic concepts. -> 195,834 images belongs to 21 most 
frequent labels, 1000-d BOW vector

• Query sets: 2000 image-text pairs for IAPR TC-12/MIR-Flickr 25K, 
2100 image-text pairs for NUS-WIDE

• Training sets: 10,000 pairs for IAPR TC-12/MIR-Flickr 25K, 10,500 pairs 
for NUS-WIDE



Comparison with state-of-the-art methods

mAP:



Comparison with state-of-the-art methods

Precision-Recall 

Curves:



Comparison with state-of-the-art methods

Top-500 mAP

On IAPR TC-12:

mAP with different networks

On IAPR TC-12:



Some image and mask samples



Comparison with different attention mechanisms

(a) No Attention

(b) Visual Attention (c) Textural Attention



Conclusion

• Attention-based deep adversarial hashing:
• Feature learning module

• Attention module

• Hashing module

• The attention module and hashing module are trained in an 
adversarial way.
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Background

• Nearest Neighbor Search (NNS): 
• Return the first k images with the smallest distance between the query one

• Extremely expansive in terms of space and time.

• Approximate Nearest Neighbor Search (ANNS):
• Return the nearest neighbors in a high probability with a sublinear or 

constant time complexity

• Efficient computation and low memory cost

• Tree based methods vs. Hashing methods



Background

• Binary Hashing
• Traditional hashing methods: based on hand-crafted descriptors (SIFT, GIST, HOG)

• Unsupervised methods: LSH, SH, ITQ, AGH, KMH, SpH, BRE, …
• Semi-supervised methods: SSH
• Supervised methods: MLH, KSH, SDH, …

• Deep Hashing methods
• Supervised methods: CNNH, NINH, DPSH, DHN, DSDH, …
• Unsupervised methods: HashGAN, ?
• Semi-supervised methods: SSDH, BGDH

• Problems: 
• Obtain labeled data is expensive <-> unlabeled data is always enough and free
• SSDH and BGDH use graph structure to model unlabeled data -> construct graph 

model is expensive in time and space, and use batch data instead may lead to a 
suboptimal result



Semi-Supervised Generative Adversarial Hashing (SSGAH)

• Utilize a generative model to model unlabeled data and use triplet-
wise labels as supervised information

• Unify a generative model, a discriminative model and a deep hashing 
model in an adversarial framework

• Dataset 𝒳: 
• Unlabeled data 𝒳𝑢 = 𝑥𝑖

𝑢|𝑖 = 1,… ,𝑚
• Labeled data 𝒳𝑙 = 𝑥𝑞 , 𝑥𝑝, 𝑥𝑛 |𝑖 = 1,… , 𝑛 with triplet information

• Goal: learn a mapping function ℬ ∙ , ℬ 𝑥 ∈ 0,1 𝑘 for 𝑥 ∈ 𝒳, while 
preserves relative semantic similarity of images in 𝒳



Semi-Supervised Generative Adversarial 
Hashing (SSGAH)
• Generative and Discriminative models

• Goal: learn the discrimination of unlabeled data and labeled data, and then 
synthesize realistic meaningful triplets

• Given a real sample 𝑥 ∈ 𝒳𝑢, 𝒳𝑙 , generate a synthetic triplet 𝑥, 𝑥𝑠𝑦𝑛
𝑝

, 𝑥𝑠𝑦𝑛
𝑛

where 𝑥 is more similar to 𝑥𝑠𝑦𝑛
𝑝

than to 𝑥𝑠𝑦𝑛
𝑛 , and both synthetic ones are 

realistic.

• Conditions: images -> feature 𝑣->independent Guassian distribution 
𝑁(𝜇 𝑣 , Σ 𝑣 )

• Generation Discrimination Loss:



Semi-Supervised Generative Adversarial Hashing (SSGAH)

• Deep hashing model: AlexNet



Model Architecture



Objective Function

• Supervised Ranking Loss:

• Semi-supervised Ranking Loss:



Objective Function

• Adversary Ranking Loss: minimax two-player game between the 
generative and deep hashing models
• Deep hashing mode try to learn binary codes that can identify small 

difference between 𝑥, 𝑥𝑝 and 𝑥, 𝑥𝑠𝑦𝑛
𝑝

• The generative model try to make the binary codes of 𝑥, 𝑥𝑝, and 𝑥𝑠𝑦𝑛
𝑝

distinguishable

• Overall Objective:



Experiments

• CIFAR-10: 60,000 32x32 color images in 10 categories

• NUS-WIDE: nearly 270,000 images with 81 concepts, select images 
with 21 most frequent concepts

• Query set: 100 images per class

• Training set: 500 images per class as labeled data, the others as 
unlabeled data



Experiment Results

mAP:



Component Analysis

• Baseline: only train H under the supervised ranking loss 𝐿𝑠𝑟
• w/ar: train G, D and H together, but remove the semi-supervised 

ranking loss

• w/ssr: train G and D together under 𝐿𝐺𝐷, and then train H under 
supervised ranking loss and semi-supervised ranking loss

• mAP:



Effect of supervision amounts

• mAP @48 bits on CIFAR10 (left) and NUS-WIDE(right)



Visualization 
of Synthetic 
Images
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Conclusion

• Semi-supervised generative adversarial hashing (SSGAH)

• Semi-supervised ranking loss and adversary ranking loss


